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A B S T R A C T	   A R T I C L E   I N F O	

This	paper	attempts	to	minimize	the	makespan and	cost	and	balance	the	load	
rate	 of	 the	 process	 scheduling	 of	 cloud	 manufacturing	 resources.	 For	 this	
purpose,	 a	 multiobjective	 scheduling	 model	 was	 established	 to	 achieve	 the	
minimal	makespan,	minimal	cost	and	balanced	load	rate.	Next,	the	cat	swarm	
optimization	 (CSO)	and	 the	 firefly	algorithm	(FA)	were	 combined	 into	a	hy‐
brid	multi‐objective	 scheduling	 algorithm.	Finally,	 the	hybrid	 algorithm	was	
verified	 through	CloudSim	 simulation.	 The	 simulation	 results	 show	 that	 the	
algorithm	output	 the	optimal	 scheduling	plan	 in	 a	 short	 time.	This	 research	
not	only	provides	an	effective	way	to	find	the	global	optimal	solution,	within	
the	shortest	possible	time,	to	the	process	scheduling	problem	of	cloud	manu‐
facturing	 resources	with	multiple	 objectives,	 but	 also	promotes	 the	 applica‐
tion	of	swarm	intelligence	algorithms	in	job‐shop	scheduling	problems.	
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1. Introduction 

Cloud	manufacturing	is	a	web‐based,	service‐oriented	intelligent	manufacturing	paradigm.	This	
concept	was	 proposed	 by	 Li	 Bohu,	 Academician	 of	 Chinese	Academy	 of	 Engineering,	 in	 2010,	
with	 the	 aim	 to	 fully	 integrate	 social	 manufacturing	 resources,	 improve	 resource	 utilization,	
lower	manufacturing	cost	and	respond	faster	to	market	demand.	Cloud	manufacturing	combines	
such	techniques	as	cloud	computing,	the	Internet	of	Things	(IoT),	high‐performance	computing	
and	intelligent	science.	In	this	way,	manufacturing	resources	and	capacity	can	be	managed	and	
scheduled	in	a	centralized,	uniform	and	intelligent	manner,	and	the	resources	can	be	allocated	
and	scheduled	more	effectively.	 In	a	word,	cloud	manufacturing	pursues	“the	centralized	man‐
agement	 of	 scattered	 resources	 and	 the	 distribution	 services	 of	 centralized	 resources”.	 The	
cloud	 manufacturing	 service	 platform	 provides	 users	 with	 the	 required	 manufacturing	 re‐
sources	and	their	full	lifecycle	services	in	real	time.	

The	 process	 scheduling	 of	 cloud	manufacturing	 resources	 depends	 on	makespan,	 cost	 and	
load	rate.	Therefore,	the	cloud	manufacturing	task	was	decomposed	into	several	processes,	the	
basic	units	of	scheduling.	On	this	basis,	a	multi‐objective	scheduling	model	was	established	for	
the	 minimal	 makespan,	 minimal	 cost	 and	 balanced	 load	 rate.	 Meanwhile,	 a	 hybrid	 multi‐
objective	scheduling	algorithm	was	developed,	coupling	the	cat	swarm	optimization	(CSO)	and	
the	firefly	algorithm	(FA).	CloudSim	simulation	shows	that	our	algorithm	outperformed	the	con‐
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trastive	algorithms	in	makespan	and	search	ability.	Finally,	an	example	was	cited	to	prove	that	
our	algorithm	can	converge	to	the	optimal	scheduling	plan	in	a	short	time,	providing	a	desirable	
solution	to	multi‐objective	scheduling	of	cloud	manufacturing	resources.	

2. Literature review 

In	cloud	computing,	the	scheduling	problem	involves	cost,	makespan	as	well	as	load	balance.	The	
cloud	computing	system	decomposes	the	computing	task	into	several	subtasks,	in	the	light	of	the	
massive	data	on	the	task.	Next,	each	subtask	was	further	split	into	processes.	The	more	refined	
the	division,	the	better	the	monitoring	and	control	of	the	processing	state.	Thus,	the	process	di‐
vision	ensures	the	professionality	of	service‐oriented	cloud	manufacturing.		

Zhou	et	al.	 [1]	sets	up	a	mathematical	model	 for	multi‐objective	disassembly	 line	balancing	
problem	 that	 minimizes	 the	 times	 of	 tool	 replacement,	 and	 puts	 forward	 a	 discrete	 tracking	
mode	based	on	sequence	exchange;	Next,	the	CSO	was	integrated	with	the	simulated	annealing	
(SA)	algorithm	to	enhance	the	global	search	ability;	Finally,	the	proposed	model	and	the	hybrid	
algorithm	were	 applied	 to	 design	 the	 disassembly	 line	 of	 a	 printer,	 creating	 various	 balanced	
solutions	for	decision	makers	[2‐3].	

Zuo	et	al.	 [4]	establishes	a	cloud	computing	resource	scheduling	model	based	on	 improved	
chaotic	 FA.	 Firstly,	 the	 cloud	 computing	 resource	 scheduling	model	was	 built	 to	 improve	 the	
completion	time,	efficiency	and	safety	of	the	task;	Then,	the	chaotic	algorithm	was	introduced	to	
the	FA,	and	the	individuals	were	perturbed	to	speed	up	the	convergence	and	avoid	the	local	min‐
imum	trap.	 In	addition,	 the	Lagrangian	relaxation	 function	was	adopted	 to	 improve	 the	estab‐
lished	model.	CloudSim	simulation	shows	that	the	improved	chaotic	FA	can	balance	the	resource	
allocation,	shorten	the	completion	time	and	enhance	the	system	capacity.	

Sun	 et	 al.	 [5]	 mentions	 that	 cloud	 manufacturing	 resources	 raise	 a	 high	 requirement	 on	
scheduling	and	its	granularity,	due	to	their	dispersity,	diversity	and	load	rate	imbalance.	In	the	
light	of	this,	the	cloud	manufacturing	task	was	divided	into	processes,	which	were	taken	as	the	
basic	units	of	scheduling.	Then,	a	multi‐objective	cloud	manufacturing	process	scheduling	model	
was	constructed	to	minimize	the	makespan,	minimize	the	cost	and	balance	the	load	rate.	After	
that,	a	hybrid	multi‐objective	scheduling	algorithm	was	designed	based	on	 the	particle	swarm	
optimization	(PSO)	and	the	genetic	algorithm	(GA)	[6‐7].	The	bi‐level	coded	chromosomes	of	the	
GA	were	taken	as	the	particles	of	the	PSO.	Bi‐level	coding	refers	to	the	crossover	and	mutation	of	
chromosomes	through	two	layers,	which	speed	up	the	convergence	to	the	global	optimum.	The	
first	layer	is	the	sequence	of	processes	and	the	second	layer	is	the	number	of	the	resources	cor‐
responding	 to	 the	 processes.	 Finally,	 the	 hybrid	 algorithm	was	 applied	 to	 schedule	 the	 cloud	
manufacturing	of	an	elevator.	The	results	show	that	the	algorithm	can	output	the	optimal	sched‐
uling	plan	in	a	short	time,	and	thus	effectively	solve	multi‐objective	scheduling	of	cloud	manu‐
facturing.	

Wu	et	al.	[8]	designs	an	algorithm	that	establishes	the	mapping	relationship	between	position	
vector	of	each	particle	and	the	allocated	service	through	integer	coding.	The	crossover	and	mu‐
tation	operations	of	 the	GA	were	 introduced	to	update	 the	particle	positions	by	standard	PSO.	
The	particle	positions	were	updated	by	four	methods	in	turns	to	ensure	swarm	diversity.	Exam‐
ple	analysis	shows	that	the	algorithm	enjoys	a	high	effectiveness	and	execution	efficiency	[9‐12].	

3. Used methods 

3.1 Cat swarm optimization 

The	CSO	models	the	behavior	of	cats	into	two	modes:	seeking	mode	and	tracing	mode.	The	for‐
mer	mainly	performs	local	search	and	the	latter	looks	for	the	global	optimum.	Under	the	seeking	
mode,	the	individuals	were	perturbed	multiple	times,	such	that	each	can	approach	the	local	op‐
timum.	Under	 the	 tracing	mode,	 each	 cat	 traces	 the	 target	 at	 a	 certain	 speed,	 and	updates	 its	
position	into	the	better	between	its	current	position	and	the	optimal	position	of	the	swarm	[13].	

Here,	the	tracing	mode	of	the	CSO	is	optimized.	The	current	position	of	each	cat	was	updated	
continuously	according	to	the	global	optimal	position	[14].	Thus,	the	current	solution	can	gradu‐
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ally	approximate	and	reach	the	optimal	solution.	The	speed	and	position	update	strategies	can	
be	expressed	as:	

ݐ௜ሺݒ ൅ 1ሻ ൌ ሻݐ௜ሺݒ ൅ ܿଵ ൈ ݀݊ܽݎ ൈ ሺݔ∗ െ 	ሻሻݐ௜ሺݔ (1)

ݐ௜ሺݔ ൅ 1ሻ ൌ ሻݐ௜ሺݔ ൅ ݐ௜ሺݒ ൅ 1ሻ	 (2)
where	ݔ∗	is	the	current	best‐known	position	of	the	swarm;	ܿଵ	is	the	acceleration	coefficient;	rand	
is	a	random	number	in	[0,	1];	ݒ௜ሺݐሻ	and	ݒ௜ሺݐ ൅ 1ሻ	are	the	cat	speed	at	the	t‐th	and	(t	+	1)‐th	itera‐
tions,	 respectively;	ݔ௜ሺݐሻ	and	ݔ௜ሺݐ ൅ 1ሻ	are	 the	 cat	 position	 at	 the	 t‐th	 and	 (t	+	 1)‐th	 iterations,	
respectively.		

Under	 the	 seeking	mode,	 the	 speed	 parameter	 was	 removed	 because	 this	mode	 only	 per‐
forms	local	search.	Then,	the	position	update	strategy	can	be	expressed	as:	

ݐ௜ሺݔ ൅ 1ሻ ൌ ሻݐ௜ሺݔ ൅ ߶௜ ൈ ሺݔ∗ െ 	ሻሻݐ௜ሺݔ (3)

3.2 Firefly algorithm 

The	FA	treats	the	particles	in	the	search	space	as	fireflies,	and	views	the	search	and	iteration	as	
the	 mutual	 attraction	 and	 motion	 of	 individual	 fireflies.	 The	 brightness	 of	 each	 firefly	 is	 de‐
scribed	as	the	value	of	fitness	function.	In	the	swarm,	a	firefly	with	relatively	low	brightness	will	
approach	the	relatively	bright	individuals.	Over	the	time,	more	and	more	fireflies	gather	around	
the	bright	ones,	creating	an	extra	bright	region	[15‐18].	The	brighter	this	region,	the	more	likely	
it	is	to	converge	to	the	optimal	solution.	By	contrast,	the	less	bright	regions	are	not	likely	to	ob‐
tain	the	optimal	solution.	The	mathematical	description	of	the	algorithm	is	as	follows.	Firstly,	the	
brightness	of	firefly	j	can	be	expressed	as:	

௝ܫ ൌ ݂ሺ ௝ܺሻ, ௝ܺ ൌ ሺݔ௜ଵ, ,௜ଶݔ . . . , 	௜ௗሻݔ (4)

where	 ௝ܺ	is	the	position	of	firefly	݆	in	the	d‐dimensional	space;	݂	is	the	function	of	firefly	bright‐
ness.	

The	attractiveness	of	firefly	݆	to	firefly	݅	can	be	described	as:	

௝௜ߚ ൌ ଶ௥ೕ೔ି݁ߚ
మ
	 (5)

where	β	is	the	attractiveness	of	a	firefly	to	the	other	fireflies;	λ[0.01,100]	is	the	light	absorption	
coefficient;	ݎ௝௜	is	the	Cartesian	distance	between	fireflies	݆	and	݅.	If	attracted	by	firefly	݆	at	time	t,	
firefly	݅	will	update	its	position	by:	

௜ܺ
௧ାଵ ൌ ௜ܺ

௧ ൅ ௝௜ሺߚ ௝ܺ
௧ െ ௜ܺ

௧ሻ	 (6)

As	shown	in	Eq.	6,	the	position	update	speed	is	negatively	correlated	with	the	distance	between	
the	two	fireflies.	 If	 the	distance	 is	 too	 large,	 the	update	proceeds	slowly	and	requires	multiple	
iterations,	which	 slows	 down	 the	 computing	 speed.	 Therefore,	 the	 FA	may	 easily	 fall	 into	 the	
local	optimal	trap,	and	lose	the	search	ability	 in	the	later	stage.	 In	this	paper,	the	CSO	is	 intro‐
duced	to	improve	the	FA’s	search	ability,	and	the	sequential	allocation	is	adopted	to	integrate	the	
two	algorithms.	

The	sequential	allocation	 is	 relative	 to	 the	random	allocation	of	 the	CSO.	 In	 random	alloca‐
tion,	 the	 individuals	 to	 trace	 the	 target	are	selected	randomly,	according	 to	 the	previously	de‐
termined	number	of	individuals.	In	sequential	allocation,	all	individuals	are	ranked	in	ascending	
order	of	fitness,	and	the	top	individuals	are	selected	for	the	tracing	task	[19‐25].	In	the	CSO‐FA	
algorithm,	 the	 firefly	distribution	area	 is	divided	 into	 the	concentrated	area	and	the	dispersed	
area.	The	former	is	subjected	to	the	seeking	mode,	and	the	latter,	the	tracing	mode.	

4. Construction of the objective function 

4.1 Assumptions 

The	following	assumptions	are	undertaken:		

 Each	process	is	executed	on	one	manufacturing	resource.	
 Each	process	has	a	fixed	makespan	and	a	fixed	cost.	
 All	subtasks	have	the	same	priority,	and	each	has	its	internal	process	constraint.		
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4.2 Objective function 

It	is	assumed	that	a	cloud	platform	receives	multiple	requests	for	manufacturing	resources,	each	
of	which	contains	N	subtasks	ܨ௜,	(݅ ൌ 1, 2, … , ܰሻ	to	be	processed	on	ܯ	manufacturing	resources.	
Each	subtask	includes	 ௜ܲ 	processes.	There	are	ܯ௜௝	manufacturing	resources	available.	Then,	 the	
objective	function	can	be	expressed	as:	

	

ܨ ൌ minሺ ଵ݂, ଶ݂, ଷ݂ሻ	 (7)
	

Specifically,	 ଵ݂		is	the	minimal	makespan	to	process	all	subtasks	on	the	manufacturing	resources.	
It	depends	on	the	subtask	with	the	longest	makespan.	

	

ଵ݂ ൌ 	minቌmax෍෍݁௜௝௞

ெ೔ೕ

௞ୀଵ

௉೔

௝ୀଵ

	௜݈௜௝௞ቍߟ (8)

	

where	݁௜௝௞	is	a	variable	 in	 [0,	1]	 (if	ܨ௜௝	is	processed	on	manufacturing	resource	݇,	݁௜௝௞	equals	1;	
otherwise,	݁௜௝௞	equals	0);	i	is	the	number	of	jobs	corresponding	to	ܨ௜;	݈௜௝௞	is	the	makespan	of	ܨ௜௝	
on	manufacturing	resource	k.	

ଶ݂	is	the	minimal	cost	to	process	all	subtasks	on	the	manufacturing	resources:	
	

ଶ݂ ൌ 	minቌ෍෍෍݁௜௝௞ߟ௜ܿ௜௝௞

ெ೔ೕ

௞ୀଵ

௉ೕ

௝ୀଵ

ே

௜ୀଵ

ቍ	 (9)

	

where	ܿ௜௝௞	is	the	cost	of	ܨ௜௝	on	manufacturing	resource	k.	
	 ଷ݂	is	the	balanced	load	rate	to	process	all	subtasks	on	the	manufacturing	resources:	

	

ଷ݂ ൌ
1

∑ ௦ܯ െ 1ெ
௦ୀଵ

෍൭
௦ܮ
௦ܽܥ

 100 % െ
1

∑ ௦ܯ
ெ
௦ୀଵ

෍ߠ௦

ெ

௦ୀଵ

൱

ଶெ

௦ୀଵ

	 (10)

	

where	ܯ௦	is	the	s‐th	manufacturing	resource	(ݏ ൌ 1,2, … ‐availa	load,	the	are	ܳ௦	and	௦ܽܥ	,௦ܮ	;	(ܯ,
ble	time	and	load	rate	of	the	s‐th	manufacturing	resource,	respectively.	

4.3 Constraints 

For	a	subtask,	the	current	process	should	not	begin	before	the	completion	of	the	previous	pro‐
cess:	

௘௡ௗ೔ೕݐ ൑ ௦௧௔௥௧೔ሺೕశభሻݐ 	 (11)

where	ݐ௘௡ௗ೔ೕ	is	 the	 end	 time	 of	 the	 previous	 process;	ݐ௦௧௔௥௧೔ሺೕశభሻ	is	 the	 start	 time	 of	 the	 current	
process.	

The	processes	are	 the	basic	units	of	 the	scheduling	plan	and	each	process	can	only	occupy	
one	manufacturing	resource.	

෍ ݁௜௝௞

ெ೔ೕ

௞ୀଵ

ൌ 1	 (12)

All	subtasks	should	be	completed	no	later	than	the	scheduled	delivery	time.	

ଵ݂ ൒ ௜ܶ୫ୟ୶	 (13)

where	 ௜ܶ୫ୟ୶	is	the	deadline	on	the	delivery	time	of	ܨ௜௝.	
The	total	cost	of	all	subtasks	must	be	smaller	than	the	project	budget.	

ଶ݂ ൒ 	௜୫ୟ୶ܥ (14)

where	ܥ௜୫ୟ୶	is	the	maximum	budget	of	ܨ௜௝.	
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5. Design of an integrated Cat swarm optimization and Firefly algorithm 

5.1 Coding design 

Each	 of	 the	݅	subtasks	 corresponds	 to	ܫ௝	processes	 and	݇	manufacturing	 resources.	 Thus,	 the	
feasible	solutions	can	be	coded	with	the	positions	of	݅		݆		݇	fireflies.	Then,	the	subtasks	can	be	
arranged	 into	 a	 sequence,	 in	which	 each	 subtask	must	 appear	 for	 j	 times.	 Let	 the	 subtask	 se‐
quence	be	M(1,1),1,	M(3,1),1,	M(2,1),1,	M1(1,2),2,	M(4,1),1,	M(3,2),2,	M(1,3),3,	M(3,3),3,	M(4,2),3,	where	M(i,j),k,	means	
subtask	݅	should	be	processed	 in	process	݆	on	manufacturing	 resource	݇.	This	 sequence	can	be	
interpreted	as	follows:	firstly,	the	first	processes	of	the	first,	second	and	third	subtasks	should	be	
processed	in	turns	on	the	first	manufacturing	resource;	next,	the	second	process	of	the	first	sub‐
task	should	be	processed	on	the	second	manufacturing	resource.	Finally,	the	second	process	of	
the	fourth	subtask	should	be	processed	on	the	third	manufacturing	resource	[26].	

5.2 Swarm initialization  

According	 to	 the	 code	design,	 the	proposed	CSO‐FA	algorithm	code	consists	of	 two	parts.	The	
first	part	explains	the	processing	sequence	of	subtask	processes	on	the	manufacturing	resources	
and	the	second	part	specifies	the	number	of	the	resources	corresponding	to	the	processes.	The	
code	 length	 is	ሺ݅		݆ሻ ൅ 	݇.	 	Next,	a	swarm	of	N	 fireflies	was	 initialized,	and	each	 firefly	was	as‐
signed	a	random	initial	position	in	the	given	feasible	region.	

5.3 Fitness function  

The	computer	algorithm	for	cloud	manufacturing	should	be	designed	in	view	of	the	specific	de‐
mand	of	users.	If	the	products	are	urgently	needed	(e.g.,	receiving	a	rush	order	with	delay	penal‐
ty),	there	is	no	need	to	think	too	much	about	cost	and	balance	of	load	rate.	The	only	goal	to	be	
pursued	 is	 to	minimize	the	makespan.	 If	 the	order	 is	not	urgent	but	with	a	small	amount,	 it	 is	
only	necessary	to	consider	the	cost.	If	the	order	faces	limited	manufacturing	resources,	the	bal‐
ance	of	load	rate	should	be	the	top	priority.	Of	course,	overall	consideration	should	be	given	to	
cost,	makespan	and	 load	rate	 for	most	orders.	 In	 this	paper,	 two	types	of	 fitness	 functions	are	
discussed:	the	total	fitness	function	and	the	sub‐fitness	function	[27‐28].		

The	total	fitness	function	provides	an	evaluation	criterion	for	scheduling	plans.	Each	plan	was	
represented	as	a	firefly,	whose	brightness	reflects	the	quality	of	the	current	position.	The	rela‐
tionship	between	firefly	position	and	brightness	was	established.	Then,	the	brightness	was	taken	
as	the	value	of	the	fitness	function	to	evaluate	each	scheduling	plan.	The	greater	the	fitness,	the	
brighter	the	firefly,	the	more	suitable	the	position,	and	the	better	the	scheduling	plan.	

The	value	of	the	total	fitness	function	for	multiple	objectives	can	be	derived	from	the	random	
weighting	of	the	single	objectives:	

	

ሺ݇ሻݏݏ݁݊ݐ݂݅ ൌ ߱ଵ
minܶ െ ୫ܶ୧୬

୫ܶ୧୬
൅ ߱ଶ

minܥ െ ୫୧୬ܥ
୫୧୬ܥ

൅ ߱ଷ
minܮ െ ୫୧୬ܮ

୫୧୬ܮ
	 (15)

	

where	߱௜ ൌ
௥೔

∑ ௥೔
య
೔సభ

	is	 the	 weight	 (ri	 is	 a	 non‐negative	 random	 number);	 ୫ܶ୧୬,	ܥ୫୧୬	and	ܮ୫୧୬	are	

the	minimal	makespan,	minimal	cost	and	balanced	load	rate	of	the	three	single‐objective	func‐
tions,	respectively.	

The	sub‐fitness	functions	can	be	expressed	as:	
	

୫ܶ୧୬ ൌ ଵሺ݇ሻݏݏ݁݊ݐ݂݅ ൌ minܶሾሺi, ݆ሻ, ݇ሿ, ݇ ൌ 1,2, . . . , 	ܭ (16)

୫୧୬ܥ ൌ ଶሺ݇ሻݏݏ݁݊ݐ݂݅ ൌ minܥሾሺ݅, ݆ሻ, ݇ሿ, ݇ ൌ 1,2, . . . , 	ܭ (17)

୫୧୬ܮ ൌ ଷሺ݇ሻݏݏ݁݊ݐ݂݅ ൌ minܮሾሺ݅, ݆ሻ, ݇ሿ, ݇ ൌ 1,2, . . . , 	ܭ (18)

5.4 Algorithm flow 

Based	on	the	CSO‐FA	algorithm,	a	cloud	computing	task	can	be	scheduled	in	the	following	steps:	

Step	1:	Initialize	 the	 firefly	 swarm,	 determine	 the	 positions	 of	M	 fireflies	 as	 per	 the	 problem	
scale,	and	set	the	algorithm	parameters.	
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Step	2:	Judge	if	the	maximum	number	of	iterations	has	been	reached.	If	so,	end	the	iterative	pro‐
cess;	otherwise,	proceed	with	the	following	steps.	

Step	3:	Decode	 the	 coded	 fireflies,	 find	 the	 mapping	 relationship	 between	 manufacturing	 re‐
sources	and	the	subtasks,	and	compute	the	minimum	makespan,	minimum	cost	and	op‐
timal	load	rate.	

Step	4:	Randomly	assign	weight	to	each	single‐objective	function,	and	compute	the	value	of	the	
total	fitness	function,	i.e.	the	firefly	brightness.		

Step	5:	Let	 all	 fireflies	move	 towards	 the	nearby	brighter	 individuals.	Divide	 the	 search	 space	
into	 small	 regions.	Apply	 the	 seeking	mode	of	 the	CSO	 in	 the	 relatively	bright	 regions,	
and	 the	 tracing	mode	of	 the	CSO	 in	 the	 relatively	dark	 regions.	Update	 the	position	 of	
each	firefly	to	speed	up	the	search.	

Step	6:	Control	the	swarm	diversity	with	equations.	
Step	7:	Decode	the	global	optimal	firefly	and	output	the	result	as	the	optimal	scheduling	plan.	

6. Results and discussion 

The	proposed	CSO‐FA	algorithm	was	verified	through	simulation	on	CloudSim	4.0.	CloudSim	is	a	
cloud	 computing	 simulation	 software	 released	 on	 April	 8,	 2009	 by	 the	 Cloud	 Computing	 and	
Distributed	Systems	Laboratory,	The	University	of	Melbourne,	Australia,	in	association	with	the	
Gridbus	Project.	It	is	a	function	library	developed	based	on	SimJava,	a	discrete	event	simulation	
package.	The	software	can	operate	on	both	Windows	and	Linux.	CloudSim	inherits	from	GridSim	
the	support	to	the	R&D	of	cloud	computing,	and	provides	two	distinctive	new	features:	(1)	the	
ability	to	model	and	simulate	 large	cloud	computing	 infrastructure;	(2)	the	provision	of	a	self‐
sufficient	platform	supporting	data	centers,	service	agents,	as	well	as	scheduling	and	allocation	
strategies.	CloudSim	also	boasts	many	unique	functions.	For	example,	a	virtualization	engine	is	
designed	to	help	data	centers	provide	multi‐layered	virtualization	services	both	independently	
and	collaboratively,	and	the	processors	assigned	to	visualization	services	can	switch	flexibly	in	
time	and	space.		

The	 CSO‐FA,	 the	 FA	 and	 the	 improved	 FA	 (IFA)	 were	 separately	 applied	 to	 simulate	 the	
scheduling	 of	 5	 manufacturing	 resources	 and	 1,000	 cloud	 computing	 tasks.	 The	 convergence	
curves	of	the	three	algorithms	are	shown	in	Fig.	1.	Obviously,	the	FA	saw	a	gradual	slowdown	of	
convergence	speed,	and	converged	prematurely	 in	 the	global	search,	owing	to	 its	weak	search	
ability.	Compared	with	the	FA,	the	IFA	converged	to	the	optimal	solution	rapidly.	However,	the	
fastest	convergence	and	optimal	solution	were	achieved	by	the	CSO‐FA.	This	is	because	the	CSO‐
FA	 introduces	 the	 seeking	mode	 and	 tracing	mode	 to	 different	 regions,	 which	 speeds	 up	 the	
search	for	the	global	optimum	and	prevents	the	local	optimal	trap	(the	Y‐axis	is	the	convergence	
of	form	Fig.	1	to	Fig.	4).	
	

	
Fig. 1 The convergence curves of different algorithms 

	
	 	



Multi‐objective scheduling of cloud manufacturing resources through the integration of Cat swarm optimization and …
 

Advances in Production Engineering & Management 14(3) 2019  339
 

Table	1	Requested	subtasks	and	their	processes	
Subtask	
number	

Subtask	
name	

Number	of	
processes		

Subtasks	correspond	
to	processes	

Timax	(s)	 Cimax (Yuan)

F1	 floor	 6 101,102,103,104,105,106 336	 158
F2	 Mounting	plate	 6 201,202,203,204,205,206 288	 208
F3	 Shock	absorber	 5 301,302,303,304,305 240	 350
F4	 Limit	board 4 401,402,403,404 200	 340
F5	 Licating	piece	 5 501,502,503,504,505 192	 258
F6	 Card	 6 601,602,603,604,605,606 160	 267

	

	
Fig.	2	The	makespans	of	different	algorithms	with	50	tasks	

	

	
Fig.	3	The	makespans	of	different	algorithms	with	100	tasks	

	
Table	2	Available	manufacturing	resources	

	 Fi1	 Fi2	 Fi3 Fi4 Fi5 Fi6
	 M	 tijk	 cijk		 M tijk	 cijk		 M	 tijk cijk M tijk cijk M tijk cijk		 M	 tijk	 cijk
F1	 5	 3	 11	 6 10	 25	 4	 9 14 [2,9] [5,4] [9,11] [3,7] [3,3] [7,6]	 10	 4	 8
F2	 4	 6	 15	 [2,9] [8,6]	[12,9]	 8	 4 8 [6,7] [2,6] [5,8] 5 3 4	 [1,10]	[3,3] [7,7]
F3	 3	 4	 8	 [6,8] [5,7]	[10,9]	 7	 7 11 [2,1] [5,5] [15,16] [4,10] [9,11] [21,21]	 	 	
F4	 5	 7	 16	 2 3	 7	 [4,7] [4,6] [8,11] 10 3 8 	 	 	
F5	 [4,5]	[6,4]	[9,14]	 5 10	 18	 [9,10] [7,9] [17,19] 6 8 16 2 5 13	 	 	
F6	 [2,6]	[3,7]	[8,13]	 4 10	 20	 [6,9] [8,7] [13,15] 7 9 15 8 4 7	 [3,9]	 [9,4] [15,13]

	
Table	3	Load	rate	of	each	manufacturing	resource	

Ms	 M1	 M2	 M3	 M4 M5 M6 M7 M8 M9	 M10

LS	 0.91	 0.89	 0.83	 0.94 0.70 0.79 0.93 0.71 0.88	 0.95
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Fig.	4	Iterative	process	of	each	algorithm	

6.1 Comparison of makespans 

Without	 changing	 the	 number	 of	manufacturing	 resources,	 the	 three	 algorithms	were	 further	
compared	through	the	simulation	on	50	and	100	cloud	computing	tasks.	The	computing	power	
of	each	manufacturing	resource	was	randomly	determined	in	the	interval	of	[400,	200],	and	the	
subtask	length	was	controlled	within	[400,	1,000].	The	swarm	size	and	number	of	iterations	of	
the	three	algorithms	were	kept	the	same.	The	other	parameters	were	configured	in	reference	to	
related	literature.	Each	algorithm	was	run	20	times	and	the	mean	value	was	taken	as	the	final	
result.	The	simulation	results	are	plotted	as	Figs.	2	and	3.	

As	shown	in	Figs.	3	and	4,	the	proposed	CSO‐FA	had	a	much	shorter	makespan	than	the	FA	
and	the	IFA.	This	advantage	is	attributable	to	the	strategy	to	control	swarm	diversity,	which	pro‐
tects	 the	search	ability	of	 the	swarm	and	reduces	 the	chance	of	 falling	 into	 the	 local	optimum	
trap.	Hence,	our	algorithm	is	more	suitable	for	cloud	manufacturing	scheduling	than	the	contras‐
tive	algorithms.	

6.2 Example analysis 

The	proposed	algorithm	was	applied	to	schedule	the	manufacturing	subtasks	of	an	elevator	en‐
terprise	on	the	cloud	platform.	There	are	a	total	of	six	manufacturing	subtasks.	The	processes,	
delivery	time	 ௜ܶ୫ୟ୶	and	budget	ܥ௜୫ୟ୶	of	each	subtask	are	listed	in	Table	1.	For	each	subtask,	the	
manufacturing	resources	suitable	for	its	processed	were	searched	for	in	the	resource	pool	on	the	
cloud	platform.	The	pool	provides	10	manufacturing	resources	 for	 these	subtasks.	Table	2	de‐
scribes	 the	 manufacturing	 resources	M	 available	 for	 the	 processes	 of	 each	 subtask,	 and	 the	
makespan	ݐ௜௝௞	and	cost	ܿ௜௝௞	of	each	process	on	different	manufacturing	resources.	Table	3	speci‐
fies	the	load	rate	of	each	manufacturing	resource.	The	iterative	process	of	each	algorithm	is	rec‐
orded	in	Fig.	4.	

7. Conclusion 

Taking	processes	as	the	basic	scheduling	unit,	this	paper	establishes	a	multi‐objective	optimiza‐
tion	model	for	cloud	manufacturing	resource	scheduling,	in	the	light	of	the	main	influencing	fac‐
tors	 of	 cloud	manufacturing	 scheduling.	 Besides,	 the	 CSO‐FA	 for	 subtask	 scheduling	 in	 cloud	
computing	was	designed	to	rationalize	the	resource	allocation	in	the	cloud	environment.	Specifi‐
cally,	the	CSO	was	introduced	to	the	FA	to	accelerate	the	search	process,	without	sacrificing	the	
search	ability	of	 the	swarm.	The	CSO‐FA	was	applied	to	the	established	model,	minimizing	the	
time	to	converge	to	the	global	optimum.	Compared	with	the	FA	and	IFA,	the	proposed	algorithm	
converged	to	the	optimal	solution	in	a	short	time.	Finally,	the	algorithm	was	proved	suitable	to	
solve	the	multi‐objective	scheduling	of	cloud	manufacturing	resources,	through	the	simulation	of	
manufacturing	order	processing	in	an	elevator	enterprise.		
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