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\textbf{ABSTRACT}

As consumers care more and more about product quality, it is important to mine the deep correlations between production and manufacturing parameters and the evaluation of product quality through the analysis of industrial big data. The existing research of product quality prediction faces several major problems: the lack of diverse quality features, the poor tractability of abnormal parameters, the strong nonlinearity of parameters, the obvious sequential property of data, and the severe time lag of data. To solve these problems, this paper explores the quality prediction and control of multistage MP process (MPMP) based on big data analysis. Firstly, the prediction strategy and flow were specified for MPMP product quality prediction, and the features were extracted from MPMP product quality. After that, the MPMP product quality features were described in multiple dimensions, the attention mechanism was introduced to the prediction process. In addition, the recurrent neural network was improved, and an MPMP product quality prediction model was established on bidirectional long short-term memory (BiLSTM) network. Our model was compared with AdaBoost and XGBoost through experiments. The effectiveness of our model was demonstrated by the results of the appearance quality PQ1, and the area under the curve (AUC) for each process parameter. In general, our model is superior to other algorithms in the accuracy, mean accuracy, and precision of product quality prediction.
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\textbf{1. Introduction}

With the continuous advancement of manufacturing intelligence, the new generation information technology (IT) has been deeply integrated with intelligent, automated production technology, providing an important driver of the industrial transformation of modern manufacturing [1-7]. As products become increasingly personalized, customized, and complex, the production and manufacturing (MP) process tends to cover multiple stages, and the consumers care more and more about product quality [8-14].

The manufacturing Internet of things (IoT) collects and stores the changing parameter data of the MP process, forming the industrial big data [15-22]. Through big data analysis, it is possible to reveal the deep connections between the parameters and the evaluation of product quality,
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providing support to the optimization of manufacturing technology and the prediction of product quality in modern manufacturing.

In modern industries, information has been fully shared between production machines, smart subsystems, and mobile devices through advanced network technology [23, 24]. Ren et al. [25] proposed a soft measuring method for product quality prediction based on semi-supervised deep parallel factorization-machine (deepFM). Specifically, the process variables were discretized through data blocking; the deepFM was improved to extract quality information from different components, and obtain both high- and low-dimensional features. To solve the lack of process data and the strong nonlinearity and multiscale property of new intermittent processes, Chu et al. [26] presented a product quality prediction approach based on multi-scale kernel JYMKPLS (Joint-Y multi-scale kernel partial least squares) transfer learning. The merits of transfer learning and multiscale kernel learning were fully inherited by their approach. In addition, Lughofer et al. designed the strategies for online update and data removal of the model, aiming to adapt the transfer model continuous to new batch processes. Lughofer et al. [27] suggested that, in modern manufacturing facilities, high-quality production can be guaranteed through two basic stages. The first stage is to recognize the possible problems of product quality early on. The second stage is to take proper responses to the recognized problems. On this basis, Hao et al. put forward a holistic method to continuously implement the two stages under the prediction and maintenance framework of online production system, constructed a data-driven prediction model based on product quality standard, and realized the cyclic technological optimization in support of multistage functions. Hao et al. [28] developed an interaction model, which uses a linear model to characterize the influence of old production techniques and machines over quality degradation, and employs a random differential equation to capture the factors affecting quality degradation. Based on multiphase support vector regression (SVR), Zheng and Pan [29] proposed a soft measurement model for online quality prediction of liquid product concentration, and proved that the model is more efficient than the reported technologies. Melhem et al. [30] monitored the real-time quality of electronic products through the autocorrelation multivariate process, and came up with an online product quality prediction method, which forecasts the quality of products based on the correlations between product quality measurements in different steps.

The existing research of product quality prediction faces several major problems: the lack of diverse quality features, the poor tractability of abnormal parameters, the strong nonlinearity of parameters, the obvious sequential property of data, and the severe time lag of data. To solve these problems, this paper explores the quality prediction and control of multistage MP process (MPMP) based on big data analysis. Section 2 specifies the prediction strategy and flow for MPMP product quality prediction. Section 3 introduces recursion to the principal component analysis (PCA) based on kernel functions, and extracts the features of MPMP product quality. Section 4 describes the MPMP product quality features in multiple dimensions, and incorporates the attention mechanism to prediction process. In addition, the recurrent neural network was improved, and an MPMP product quality prediction model was established on bidirectional long short-term memory (BiLSTM) network. Our model was compared with AdaBoost and XGBoost through experiments. The effectiveness of our model was demonstrated by the results of the appearance quality \( PQ_1 \), and the area under the curve (AUC) for each process parameter.

2. Quality prediction framework

Fig. 1 shows the MPMP product quality prediction strategy. Wireless sensing, industrial IoT, and big data analysis are adopted to capture and store the PM states and production technology parameters in different MP stages, aiming to facilitate the big data analysis. Fig. 2 shows the flow of MPMP product quality prediction. The specific steps of the prediction are as follows.

Firstly, the historical MPMP data are combined with the data on manufacturing technology, MP experience, and abnormal product quality into a real-time MPMP and product quality database. Next, the MPMP product quality is monitored in real time, referring to the product quality indices. After that, the MPMP data in the current stage and previous stages are mined through
big data analysis. On this basis, a product quality prediction model is established, and a strategy is developed to optimize abnormal production technology parameters.

The data from the historical MP and product quality database are preprocessed before being used to predict whether the product is qualified, update the product quality rule library, and optimize the abnormal production technology parameters.

3. Feature extraction

MPMP product quality data contains a rich information of MP process, and many redundant factors. The variables in the data are strongly correlated, and cannot be directly used to build the MPMP product quality prediction model. To solve the problem, it is necessary to extract low-dimensional features from the data to obtain the most representative data of the MPMP, thereby reducing the modeling difficulty and computing complexity.

The recursive update of principal components was introduced to the PCA based on kernel functions. In this way, the model can be updated without needing overall computing. The model
computing becomes less complex, and satisfies the real-time online requirement of MPMP product quality prediction. Fig. 3 explains the flow of extracting MPMP product quality features.

The kernel-based PCA recursive update algorithm mainly has four steps:

Step 1: The original MPMP product quality data are mapped from low-dimensional feature space to high-dimensional feature space, producing the reconstructed data $\psi(a_i)$.

Step 2: The kernel matrix $L(a_i, a_j) = \{\psi(a_i), \psi(a_j)\}$ is constructed, and the inner product of vectors in the original data space is converted into kernel functions.

Step 3: In the high-dimensional feature space, the kernel functions obtained in the previous steps are subjected to PCA, and the corresponding eigenvalues and eigenvectors are calculated.

Step 4: The MPMP product quality data in the new stage are introduced to the kernel space through recursive solving.

Step 5: The kernel-based PCA model of product quality is updated recursively, and the dynamic PCA features of MP product quality are extracted from the new stage.

Let $a_i$ be the n-dimensional MPMP product quality variable obtained through m samplings under the normal working condition; $E^n$ be the original MPMP product quality data; $G$ be the high-dimensional feature space; $\psi(a_i) \in G \subseteq E^n$ be the product quality data mapped nonlinearly from $E^n$ to $G$. Then, we have

$$\psi: E^n \to G \quad a \to \psi(a) \quad (1)$$

Let $\lambda_\psi$ be the mean of the data mapped to space $G$ from the original product quality samples. The covariance matrix $D_G$ of the MP product quality samples in the new stage after the mapping can be calculated by:

$$D_G = \frac{1}{m} \sum_{i=1}^{m} (\psi(a_i) - \lambda_\psi)(\psi(a_i) - \lambda_\psi)^T = \frac{1}{m} \sum_{i=1}^{m} \psi(a_i)\psi(a_i)^T \quad (2)$$

Fig. 3 Flow of MPMP product quality feature extraction
where, $\lambda_{\psi}$ can be calculated by:

$$\lambda_{\psi} = \frac{1}{m} \sum_{i=1}^{m} \psi(a_i)$$  \hspace{1cm} (3)

Suppose the mapping values of the original product quality samples in space $G$ are zero-centered. Then, $\lambda_{\psi}$ is equal to zero. To obtain the corresponding eigenvalue $\mu$ and eigenvector $U$, $D_G$ should go through eigenvalue decomposition in space $G$:

$$\mu U = D_G U$$  \hspace{1cm} (4)

Solving the inner product of each product quality sample, i.e., pre-multiplying Eq. 4 with $\psi(a_i), i = 1, 2, ..., m$:

$$\mu(\psi(a_i) \cdot U) = (\psi(a_i) \cdot D_G U)$$  \hspace{1cm} (5)

According to the reproducing kernel theory, all the eigenvectors $U$ corresponding to nonzero eigenvalues $\mu$ are all distributed in the tensor space of $\{\psi(a_1), \psi(a_2), ..., \psi(a_m)\}$. Then, the coefficient vector $\beta_i(i = 1, 2, ..., m)$ should satisfy:

$$U = \sum_{i=1}^{m} \beta_i \psi(a_i)$$  \hspace{1cm} (6)

Combining Eqs. 5 and 6:

$$\mu \sum_{i=1}^{m} \beta_i (\psi(a_i), \psi(a_i)) = \frac{1}{m} \sum_{i=1}^{m} \beta_i \left( \psi(a_i) \cdot \sum_{j=1}^{n} \psi(a_j) \right) \cdot (\psi(a_j), \psi(a_i))$$  \hspace{1cm} (7)

Let $L_d = L(a, a) = \{\psi(a), \psi(a)\}$ be an $n \times n$-order kernel matrix. That is, the kernel functions of the two variables in the input space can characterize the inner product between the variables in the feature space. The specific form of $\psi$ should be avoided in the computing process. Substituting $L_d$ into Eq. 7, the characteristic equation can be obtained:

$$m \mu L \beta = L^2 \beta \Rightarrow m \mu \beta = L \beta$$  \hspace{1cm} (8)

Solving Eq. 8, it is possible to obtain nonzero eigenvalues $\mu_1(\mu_1 \geq \mu_2 \geq ... \mu_m)$ and the corresponding eigenvectors $\beta_i(l = 1, 2, ..., m)$. There exists $(u_i, u_i) = 1$ for normalizing eigenvector $U_i$. Thus, it can be derived from Eq. 7 that $\mu(\beta - \beta') = 1$. Then, the $l$-th principal component $p_l$ mapped from original MPMP product quality sample $a$ to space $G$ can be expressed as:

$$p_l = \langle u_l, \psi(a) \rangle = \sum_{i=1}^{m} \beta_i (\psi(a_i) \cdot \psi(a)) = \sum_{i=1}^{m} \beta_i L(a, a_i)$$  \hspace{1cm} (9)

The principal component direction of $a$ in space $G$ is the projection of $\psi(a)$ on new eigenvector $U$. After being added to the data window, the MP data $a_{m+1}$ of a new stage should be mapped to space $G$. Let $\psi(a_{m+1})$ be the nonlinearly mapped value of $a_{m+1}$ from low-dimensional feature space to high-dimensional feature space. Then, the mapped mean eigenvalue $\nu'_{\psi}$ can be recursively computed by:

$$\lambda_{\psi} = \frac{1}{m+1} \psi([A, a_{m+1}]) S_{m+1} = \frac{m}{m+1} \lambda_{\psi} + \frac{1}{m+1} \psi(a_{m+1})$$  \hspace{1cm} (10)

where, $S = [1, 1, ..., 1] \in E^{m+1}$. The covariance matrix $D'_G$ can be recursively solved by:

$$D'_G = \frac{1}{m} \psi([A, a_{m+1}]) \psi([A, a_{m+1}])^T$$

$$= \frac{1}{m} \sum_{i=1}^{m} (\psi(a_i) - \lambda'_{\psi} \psi(a)) + \frac{m}{m+1} \sum_{i=1}^{m} (\psi(a_{m+1}) - \lambda'_{\psi} \psi(a_{m+1} - \lambda'_{\psi})^T$$

$$= \frac{1}{m} \sum_{i=1}^{m} \left[ \psi(a_i) - \lambda_{\psi} + \frac{1}{m+1} \lambda_{\psi} + \frac{m}{m+1} \psi(a_{m+1}) \right] \left[ \psi(a_i) - \lambda_{\psi} + \frac{1}{m+1} \lambda_{\psi} + \frac{m}{m+1} \psi(a_{m+1}) \right]^T$$

$$+ \frac{m}{m+1} \psi(a_{m+1}) - \frac{m}{m+1} \lambda_{\psi} \left[ \frac{m}{m+1} \psi(a_{m+1}) - \frac{m}{m+1} \lambda_{\psi} \right]^T$$  \hspace{1cm} (11)
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\[ m = \frac{1}{m} \sum_{i=1}^{m} (\psi(a_i) - \lambda_\psi)(\psi(a_i) - \lambda_\psi)^T + \frac{1}{m+1} \sum_{i=1}^{m} (\psi(a_{m+1}) - \lambda_\psi)(\psi(a_{m+1}) - \lambda_\psi)^T \]

\[ = \frac{m-1}{m} D_G + \frac{1}{m+1} (\psi(a_{m+1}) - \lambda_\psi)(\psi(a_{m+1}) - \lambda_\psi)^T \]

\[ = \frac{m-1}{m} \left[ \sqrt{\frac{m-1}{m}} \psi(a) \sqrt{\frac{m}{m^2-1}} (\psi(a_{m+1}) - \lambda_\psi) \right] \times \left[ \sqrt{\frac{m-1}{m}} \psi(a) \sqrt{\frac{m}{m^2-1}} (\psi(a_{m+1}) - \lambda_\psi) \right]^T \]

To complete the eigenvalue decomposition of \( v'_\psi \) and \( D'_G \), linear PCA should be employed to extract the principal component features of the MP product quality in the new stage. Therefore, this paper introduces the recursive algorithm to the kernel-based PCA, eliminating the need to compute the entire principal component model again after the input of the MP product quality data of the new stage. In this way, our model can effectively reduce the computing load of real-time prediction.

4. Methodology

4.1 Multidimensional description of quality variables and attention mechanism

Fig. 4 describes MPMP product quality features in multiple dimensions. To illustrate the time-variation of product quality data, this paper evaluates product quality from three dimensions: production technology, product quality, and time. The production technology dimension examines the level of production technology from the accuracy of dimensions, shape, and position. The product quality dimension evaluates product quality from appearance quality, performance index, and life index. The time dimension is generated from the real-time MPMP product quality dataset.

The global decision-making of production control is underpinned by the online detection of key processes of each MP stage, and the information interaction and sharing of the time dimension. This paper extracts the samples from the time series of MPMP product quality, and constructs a multidimensional MPMP product quality prediction model, which is capable of tracing and optimizing the abnormal production technology parameters. Fig. 5 shows the flow of real-time tracking and optimization of abnormal production technology parameters.

Under the different features of production technology parameters, the product quality features of different MP processes are affected to different degrees. To this end, the attention mechanism was innovatively introduced to MPMP product quality prediction. Firstly, the MP product quality of the new stage was analyzed against the quality evaluation criteria. Then, the similarity between product quality features of adjacent stages was calculated. After that, the authors computed the correlation of the product quality features in the current MP stage with the change law of different production technology parameters, and obtained the corresponding similarity score. On this basis, the abnormal technology parameters were valued for the new MP stage, thereby completing the prediction of MPMP product quality.

The core parameters of the attention mechanism include Key, Query, and Value. Among them, Key corresponds to Value, and is used to query for and compute the similarity of product quality features between adjacent stages. Query is the query during the execution of the attention mechanism. Value is the MPMP product quality data receiving attention and being selected. The attention mechanism can be defined by:

\[ ATT(Key, Query, Value) = softmax(SIM(Key, Query)) \times Value \quad (12) \]

Let \( q_i \) be the output tensor of the upper layer series at position \( i \). If the upper layer is a bidirectional neural network in the model, then the Key at position \( i \) can be denoted by \( u_i \):

\[ u_i = \tan(\omega q_i + r) \quad (13) \]
Eq. 13 shows that $u_i$ can be derived from Value via the fully-connected layer. The attention weight $\beta_i$ can be calculated by:

$$\beta_i = \frac{o_{ui}d}{\sum{o_{ui}d}}$$ (14)

The output of the attention layer can be calculated by:

$$SC = \sum \beta_i(a)u_i(a)$$ (15)

The Query of that attention layer can be adjusted and updated through random initialization and model training:

$$\omega_p(i) = Soft\ max\left(y_pSIM\left(a_p, N_p(i)\right)\right)$$ (16)

$$\omega_p(i) = Soft\ max\left(\sum_{t=1}^{M} \omega_p(I_t)p_t(i + l)\right)^{\alpha_p}$$ (17)

The output tensor $f_i$ can be expressed as:

$$q_i = CON(\tilde{q}_i, \tilde{q}_i)$$ (18)
4.2 Construction of product quality prediction model

The LSTM network, as a variant of recurrent neural network, can prevent the common problems of recurrent neural network: exploding gradients and vanishing gradients. Each LSTM network consists of an input gate $SR_p$, a forget gate $LE_p$, an output gate $EX_p$ and a memory cell $d_p$. Let $A_p$ be the input vector of stage $p$, $f_{p-1}$ be the hidden layer state of stage $p - 1$. Then, the forget gate can be calculated by:

$$ A = \begin{bmatrix} A_p \\ f_{p-1} \end{bmatrix} $$

(19)

$$ LE_p = \varepsilon(\omega_E \cdot [f_{p-1} \cdot A_p] + r_{LE}) $$

(20)

The forget gate determines whether the MPMP product quality information should be preserved or discarded. Let $D_p^*$ be the candidate cell state used to determine the new cell state $D_p$. The input gate can be calculated by:

$$ SR_p = \varepsilon(\omega_i \cdot [f_{p-1} \cdot A_p] + r_i) $$

(21)

$$ D_p^* = \tan(\omega_d \cdot [f_{p-1} \cdot A_p] + r_d) $$

(22)

The input gate determines how to update information. The training parameters of our model are configured as follows: the weight of LSTM network, $\theta_i$ bias, $r$ activation function sigmoid, $s$; point-by-point product, $\bigcirc$. The output gate can be calculated by:

$$ EX_p = \varepsilon(\theta_{EX} \cdot [f_{p-1} \cdot A_p] + r_{EX}) $$

(24)

The memory cell can be expressed as:

$$ d_p = LE_p \bigcirc d_{p-1} + SR_p \bigcirc \tan(\theta_d \cdot A + r_d) $$

(25)

The hidden layer state of stage $p$ can be calculated by:

$$ f_p = EX_p \bigcirc \tan(d_p) $$

(26)

The activation function can be defined as:

$$ \varepsilon(a) = \frac{1}{1 + e^{-a}} $$

(27)

$$ \tan(a) = \frac{e^a - e^{-a}}{e^a + e^{-a}} $$

(28)

The LSTM network can effectively handle product quality data with a strong sequential property and correlations. However, the network is unable to mine the information of future product quality data. This defect can be solved by combining forward LSTM with inverse LSTM into a BiLSTM. Let $\delta$ be the length of a data series; ML be the processing of a single LSTM. Then, the BiLSTM can obtain the forward and inverse information of product quality data from input vectors $f_p$:

$$ f_p = ML(f_{p-1}, a_p, d_{p-1}), p \in [1, \delta] $$

(29)

$$ f_p = ML(f_{p-1}, a_p, d_{p+1}), p \in [1, \delta] $$

(30)

The information in the two directions (Eqs. 29 and 30) is combined into the final output of BiLSTM. The output of stage $p$ can be expressed as:

$$ b_p = h(\omega_{fb} \hat{f}_p + W_{fb} \tilde{f}_p + r_b) $$

(31)

Let $A_{p,m}$ and $f_{p,m}$ be the state input and hidden layer output of the previous $n$ MP stages, respectively; $A_p$ be the input of production technology parameters in the current stage; $f_p$ be the output through the hidden layer; $A_{p,m}$ be the input of production technology parameters in the $m$ MP stages in future; $f_{p,m}$ be the hidden layer output. Then, we have:
The dynamic memory network capable of retaining time dependence can be established by:

\[ f^p_i = h^p_i \text{BiLSTM}(d_i, f^p_{i-1}) + (1 - h^p_i)f^p_{i-1} \]  

(35)

Considering the sequential property and strong correlations between production technology parameters, as well as the dynamic nonlinearity of product quality features, this paper assigns weights to different production technology parameters according to the correlations between the two variables, following the attention mechanism of quality variables, and takes the weighed parameters as the input of BiLSTM.

Firstly, the key parameters that induce the abnormal product quality were identified for each MP stage. Next, a product quality prediction model was established based on BiLSTM. To improve the prediction accuracy, the product quality states of stages \( p + 1, \ldots, p + m \) were predicted in real time in stage \( p \). Then, the key technology parameters were further optimized.

The production technology parameters of historical MPMP and those \( Z_m \) of the current stage were converted into time series stage by stage. Let \( Z_{mi} \) were the actual value and predicted value of a quality feature, respectively; \( \Phi \) be the parameter and product quality features; \( \chi \) be the attention weight. Then, the normalization can be expressed as:

\[ Z_{ij}(l + 1) = \frac{\xi_{ij}(l + 1) - \xi_{\text{max}}}{\xi_{\text{min}} - \xi_{\text{max}}} \]  

(37)

Let \( F^*(l + 1) \) be the prediction for stage \( l + 1 \); \( y_k \) be the weight of the similarity between the parameter and product quality features; \( \chi \) be the corresponding attention weight. Then, we have:

\[ F^*(l + 1) = \sum_{k=1}^{K} \chi_k(l + 1) y_k^* a_{ij}(l + 1) \]  

(38)

The prediction can be expanded as:

\[ F^*(l + 1) = \text{LE}[F(L), F(L - 1), \ldots, F(L - m + 1); Z(l + 1), Z(l), Z(l - n + 1); \sigma(l + 1)] \]  

(39)

Eq. 39 shows that the output of product quality features in stage \( l + 1 \) depends on \( Z(l + 1), (Z(l), \ldots, Z(l - n + 1)), (F(L), F(L - 1), \ldots, F(L - m + 1)) \) and an unpredictable error \( \sigma \). Let \( F_{i1} \) and \( F_{i1}^* \) be the actual value and predicted value of a quality feature, respectively; \( \tau ||\Phi||^2 \) be the regularization term of the loss function. During model training, the loss function of product quality prediction can be expressed as:

\[ \text{loss}(\Phi) = -\sum_{i=1}^{m} F_{i1}^* \log(F_{i1}) + F_{i2}^* \log(F_{i2}) + \ldots, F_{in}^* \log(F_{in}) + \tau ||\Phi||^2 \]  

(40)

The fully-connected layer of the model was activated by Softmax function. The final output of the product quality prediction model can be given by:

\[ \hat{b} = \text{Softmax}(a_i) = \frac{o^i}{\sum_{n=1}^{n} o^i} \]  

(41)
5. Experiments and results analysis

Fig. 6 compares the PCA results before and after the introduction of recursion. In Fig. 6a, the quality samples of 1,200 products were not recursively processed, but statically analyzed. Many PCA results surpassed the control line, indicating that the model could not effectively extract the principal component features of product quality in the latest MP stage. In Fig. 6b, the quality samples of 500 out of the 1,200 samples were recursively processed. It can be observed that the real-time performance of the analysis on samples collected by sliding time windows was effectively enhanced, as the results above the control line were reduced by more than 8%.

In our prediction model, the MPMP production technology parameters and MPMP product quality variables being collected and stored were preprocessed and normalized, so that the product quality prediction accuracy will not be undermined by dimensional disunity. After that, the product quality variation of stage $p$ was predicted based on the samples of stage $p - 1$. The specific data are given in Tables 1 and 2, where the product quality indices include appearance quality PQ1, performance index PQ2, and life index PQ3. Specifically, PQ1 covers cleanness PQ11, style PQ12, color PQ13, and packaging PQ14; PQ2 covers dimension parameter PQ21, motion parameter PQ22, and power parameter PQ23; PQ3 covers reliability PQ31, failure rate PQ32, and use cycle PQ33.

![Fig. 6 PCA results before and after the introduction of recursion](image)

Table 1 Normalized values of samples in stage $p - 1$

<table>
<thead>
<tr>
<th></th>
<th>PQ11</th>
<th>PQ12</th>
<th>PQ13</th>
<th>PQ14</th>
<th>PQ21</th>
<th>PQ22</th>
<th>PQ23</th>
<th>PQ31</th>
<th>PQ32</th>
<th>PQ33</th>
</tr>
</thead>
<tbody>
<tr>
<td>PQ11</td>
<td>0.9625</td>
<td>0.9584</td>
<td>0.9657</td>
<td>0.9686</td>
<td>0.9628</td>
<td>0.9639</td>
<td>0.9583</td>
<td>0.9655</td>
<td>0.9662</td>
<td>0.9742</td>
</tr>
<tr>
<td>PQ12</td>
<td>0.1658</td>
<td>0.1546</td>
<td>0.1534</td>
<td>0.1643</td>
<td>0.1725</td>
<td>0.1848</td>
<td>0.1538</td>
<td>0.1342</td>
<td>0.1658</td>
<td>0.1527</td>
</tr>
<tr>
<td>PQ13</td>
<td>0.0241</td>
<td>0.0325</td>
<td>0.0325</td>
<td>0.0375</td>
<td>0.0265</td>
<td>0.0164</td>
<td>0.0335</td>
<td>0.0376</td>
<td>0.0276</td>
<td>0.0215</td>
</tr>
<tr>
<td>PQ14</td>
<td>0.9638</td>
<td>0.9254</td>
<td>0.9587</td>
<td>0.9352</td>
<td>0.9583</td>
<td>0.9285</td>
<td>0.9428</td>
<td>0.9647</td>
<td>0.9562</td>
<td>0.9638</td>
</tr>
<tr>
<td>PQ21</td>
<td>0.6521</td>
<td>0.6358</td>
<td>0.6149</td>
<td>0.6823</td>
<td>0.6951</td>
<td>0.6214</td>
<td>0.6725</td>
<td>0.6353</td>
<td>0.6438</td>
<td>0.6382</td>
</tr>
<tr>
<td>PQ22</td>
<td>0.3583</td>
<td>0.3869</td>
<td>0.3763</td>
<td>0.3242</td>
<td>0.3629</td>
<td>0.4233</td>
<td>0.4126</td>
<td>0.3584</td>
<td>0.3217</td>
<td>0.6382</td>
</tr>
<tr>
<td>PQ23</td>
<td>0.5382</td>
<td>0.6353</td>
<td>0.5876</td>
<td>0.6764</td>
<td>0.5372</td>
<td>0.6857</td>
<td>0.5729</td>
<td>0.6241</td>
<td>0.6834</td>
<td>0.5745</td>
</tr>
<tr>
<td>PQ31</td>
<td>0.1574</td>
<td>0.1758</td>
<td>0.1635</td>
<td>0.1634</td>
<td>0.1725</td>
<td>0.1838</td>
<td>0.1524</td>
<td>0.1326</td>
<td>0.1532</td>
<td>0.1527</td>
</tr>
<tr>
<td>PQ32</td>
<td>0.5271</td>
<td>0.3525</td>
<td>0.5241</td>
<td>0.3672</td>
<td>0.4258</td>
<td>0.3581</td>
<td>0.7868</td>
<td>0.5127</td>
<td>0.4136</td>
<td>0.3123</td>
</tr>
<tr>
<td>PQ33</td>
<td>0.3122</td>
<td>0.2174</td>
<td>0.2563</td>
<td>0.3727</td>
<td>0.1631</td>
<td>0.2836</td>
<td>0.2751</td>
<td>0.2675</td>
<td>0.3123</td>
<td>0.2719</td>
</tr>
</tbody>
</table>

Table 2 Normalized values of samples in stage $p$

<table>
<thead>
<tr>
<th></th>
<th>PQ11</th>
<th>PQ12</th>
<th>PQ13</th>
<th>PQ14</th>
<th>PQ21</th>
<th>PQ22</th>
<th>PQ23</th>
<th>PQ31</th>
<th>PQ32</th>
<th>PQ33</th>
</tr>
</thead>
<tbody>
<tr>
<td>PQ11</td>
<td>0.9625</td>
<td>0.9657</td>
<td>0.9686</td>
<td>0.9628</td>
<td>0.9639</td>
<td>0.9583</td>
<td>0.9655</td>
<td>0.9662</td>
<td>0.9675</td>
<td>0.9615</td>
</tr>
<tr>
<td>PQ12</td>
<td>0.1658</td>
<td>0.1534</td>
<td>0.1643</td>
<td>0.1725</td>
<td>0.1848</td>
<td>0.1538</td>
<td>0.1342</td>
<td>0.1658</td>
<td>0.1527</td>
<td>0.1546</td>
</tr>
<tr>
<td>PQ13</td>
<td>0.0241</td>
<td>0.0325</td>
<td>0.0375</td>
<td>0.0265</td>
<td>0.0164</td>
<td>0.0335</td>
<td>0.0376</td>
<td>0.0276</td>
<td>0.0215</td>
<td>0.0182</td>
</tr>
<tr>
<td>PQ14</td>
<td>0.9638</td>
<td>0.9254</td>
<td>0.9587</td>
<td>0.9352</td>
<td>0.9583</td>
<td>0.9285</td>
<td>0.9428</td>
<td>0.9647</td>
<td>0.9562</td>
<td>0.9638</td>
</tr>
<tr>
<td>PQ21</td>
<td>0.6521</td>
<td>0.6358</td>
<td>0.6149</td>
<td>0.6823</td>
<td>0.6951</td>
<td>0.6214</td>
<td>0.6725</td>
<td>0.6353</td>
<td>0.6438</td>
<td>0.6382</td>
</tr>
<tr>
<td>PQ22</td>
<td>0.3583</td>
<td>0.3869</td>
<td>0.3763</td>
<td>0.3242</td>
<td>0.3629</td>
<td>0.4233</td>
<td>0.4126</td>
<td>0.3584</td>
<td>0.3217</td>
<td>0.6382</td>
</tr>
<tr>
<td>PQ23</td>
<td>0.5382</td>
<td>0.6353</td>
<td>0.5876</td>
<td>0.6764</td>
<td>0.5372</td>
<td>0.6857</td>
<td>0.5729</td>
<td>0.6241</td>
<td>0.6834</td>
<td>0.5745</td>
</tr>
<tr>
<td>PQ31</td>
<td>0.1574</td>
<td>0.1758</td>
<td>0.1635</td>
<td>0.1634</td>
<td>0.1725</td>
<td>0.1838</td>
<td>0.1524</td>
<td>0.1326</td>
<td>0.1532</td>
<td>0.1527</td>
</tr>
<tr>
<td>PQ32</td>
<td>0.5271</td>
<td>0.3525</td>
<td>0.5241</td>
<td>0.3672</td>
<td>0.4258</td>
<td>0.3581</td>
<td>0.7868</td>
<td>0.5127</td>
<td>0.4136</td>
<td>0.3123</td>
</tr>
<tr>
<td>PQ33</td>
<td>0.3122</td>
<td>0.2174</td>
<td>0.2563</td>
<td>0.3727</td>
<td>0.1631</td>
<td>0.2836</td>
<td>0.2751</td>
<td>0.2675</td>
<td>0.3123</td>
<td>0.2719</td>
</tr>
</tbody>
</table>
This paper adopts two typical ensemble algorithms of machine learning, namely, AdaBoost and XGBoost, as well as our model to predict the product quality in terms of PQ1-3. The prediction results (Table 3) show that our model surpassed the other algorithms in terms of accuracy, mean accuracy, and precision.

Fig. 7 compares the AUCs of PQ1 predicted by AdaBoost, XGBoost, and our model. Our model achieved desirable prediction performance, despite the large difference of MPMP in product quality. Besides, XGBoost algorithm also demonstrated a good classification ability of various product quality features.

XGBoost and our model were separately adopted to predict PQ2 and PQ3 of 60 products with known production technology parameters. The results (Figs. 8 and 9) show that XGBoost incorrectly predicted 5 qualified products as unqualified in terms of PQ2, and incorrectly predicted 2 qualified products as unqualified in terms of PQ3. By contrast, our model successfully predicted all unqualified products. This means our model has a strong ability to predict product quality.

<table>
<thead>
<tr>
<th>Table 3 Production quality prediction results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Product quality features</strong></td>
</tr>
<tr>
<td><strong>Indices</strong></td>
</tr>
<tr>
<td><strong>PQ1</strong></td>
</tr>
<tr>
<td>Accuracy</td>
</tr>
<tr>
<td>Mean accuracy</td>
</tr>
<tr>
<td>Precision</td>
</tr>
<tr>
<td><strong>PQ2</strong></td>
</tr>
<tr>
<td>Accuracy</td>
</tr>
<tr>
<td>Mean accuracy</td>
</tr>
<tr>
<td>Precision</td>
</tr>
<tr>
<td><strong>PQ3</strong></td>
</tr>
<tr>
<td>Accuracy</td>
</tr>
<tr>
<td>Mean accuracy</td>
</tr>
<tr>
<td>Precision</td>
</tr>
</tbody>
</table>

Fig. 7 Area under the curve (AUC) of PQ1

Fig. 8 Predicted PQ2 vs. true PQ2
6. Conclusion

This paper analyzes the MPMP quality prediction and control based on big data analysis. Firstly, the MPMP product quality prediction strategy and flow were detailed, followed by the extraction of MPMP product quality features. Then, the MPMP product quality features were described in multiple dimensions. Next, the attention mechanism was introduced to the prediction process, and a product quality prediction model was established based on BiLSTM. Through experiments, the PCA results before and after the introduction of recursion were compared, revealing the effectiveness of our feature extraction algorithm. After that, our model and several state-of-the-arts were separately adopted to predict product quality in terms of PQ1-3. The results show that our model achieved better accuracy, mean accuracy, and precision of product quality than other algorithms.

This paper innovatively introduces the attention mechanism to establish a quality prediction model. But many details are worthy of further study. For example, the future research could try to optimize the product quality classification rules, and apply reinforcement learning to adaptively optimize various process parameters and the manufacturing quality features collected by sensors. In addition, it is an urgent need to develop a real-time system that can automatically perceive abnormal parameters, and decide on how to optimize these parameters, in the light of the manufacturing state. The product quality prediction model can be embedded into the system to manufacture high-quality products.
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