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ABSTRACT

ARTICLE INFO

Transfer learning is a powerful machine learning technique for accelerating the
learning process of a new classification task by using knowledge from an exist-
ing and related classification task that has already been trained. This technique
addresses situations where the necessary training and test data are unavailable
or where data acquisition is costly, difficult, or impractical. Additionally, trans-
fer learning significantly reduces training time compared to training from
scratch. This study demonstrates the benefits of transfer learning in developing
an end-of-line quality inspection system to produce brushless DC electric mo-
tors during preproduction. Decision Tree, Random Forest, Bagging, and Ada-
Boost classifiers were trained on a dataset of 10,000 instances from a mass-
produced motor subtype (A). Knowledge in the form of hyperparameters and
feature importance was transferred to classifiers for two preproduction sub-
types (B and C), each with only 100 instances. The results show up to a 20 %
improvement in classification accuracy and significantly lower misclassifica-
tion costs when using transfer learning. The study highlights the importance of
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1. Introduction

End-of-line (EoL) quality inspection contributes significantly to the manufacturing processes and
to the overall quality of released products [1, 2]. With proper quality inspection, faulty products
can be detected, diagnosed, and separated from good ones. Quality inspection can isolate and rec-
ognize faults of products; therefore, those products can either be repaired or recycled [1].

To establish quality inspection, extensive specific knowledge is required [2, 3]. This knowledge
is usually possessed by experts, who gained it from past experiences and studies [1, 4]. With the
advancement of artificial intelligence (Al), quality inspection systems can be established using
machine learning (ML) methods [5]. These methods can significantly reduce dependence on ex-
pert knowledge. However, they require a vast amount of learning, testing and validating data.

The problem arises when the production of new product subtype starts, and there is not
enough historical learning data, since the data has yet to be generated and collected during the
production. Therefore, the ML process cannot start immediately, but only after the sufficient
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amount of data is collected. The learning data must include instances of all expected classes, in-
cluding rare errors, which may occur, for example, once in every 1,000 instances. Therefore, dur-
ing the preproduction and test production stage (e.g., 100 instances of products), a sufficient
amount of data is often not available.

However, when planning to manufacture the new product on existing production lines where
structurally similar products have already been produced in large quantities, some knowledge
from existing quality inspection algorithms can be utilized for the inspection of new product type
in limited quantities. This procedure is called Transfer Learning (TL).

The study presented in this paper is based on real industrial data, obtained from an EoL quality
inspection system of manufacturing line, installed at one of the European mass producers of elec-
tric motors. On the presented line, various motor types are produced, but this paper focuses on a
particular motor class (referred to as 720). The research investigates whether the knowledge
gained from motor classifiers for the mass-produced subtype can be transferred and applied to
the ML of classifiers for similar preproduction motor subtypes, which have limited data quantities
due to the early preproduction stage, where only a few (up to 100) units are produced.

This paper is organized as follows: Section 2 describes the problem, subject of inspection and
existing quality inspection system. Section 3 discusses the transfer learning, studied methods and
procedure. Section 4 presents the analysis of results, and finally, Section 5 provides the conclusion.

2. Problem description

The addressed EoL quality inspection system is part of the fully automated production lines at
Domel, Slovenia, a renowned mass producer of electric motors. In this section, the subject of qual-
ity inspection and quality inspection systems are briefly described.

2.1 Subject of quality inspection

The subject of inspection is the brushless DC (BLDC) motor class named ‘720’, and shown in Fig.
1. It is designed for battery-driven applications, such as electric garden tools, handheld tools, ser-
vice robots, small appliances, and automotive uses. It is produced in many variants, defined by
supply voltage (12-48 V), stack height (10-40 mm), nominal speed (3,000-45,000 rpm), power
range (200-2,000 W), and the presence and type of control electronics [6].

This paper examines three subtypes of the motor class 720, referred to as A, B, and C. Subtype
A has already been mass-produced, while the other two (B and C) were in preproduction stages,
resulting in limited production quantities. The observed motor subtypes are produced at the same
manufacturing line, and they have very similar structures but differ in only a few parameters (such
as size, power, capacity, voltage, etc.).

Fig. 1 BLDC motor class 720 (subject of quality inspection)
2.2 Existing EolL quality inspection system

Production line is equipped with a modular End-of-Line (EoL) quality inspection system (Fig. 2)
that inspects each produced motor. Each motor undergoes several short test runs to measure var-
ious parameters (electrical properties, rotation speed, vibrations, and sound at different speeds
of rotation). In addition to motor parameters, the auxiliary variables are measured and used to
compensate the effect of environment (air temperature, pressure and humidity). The measure-
ments produce time-series waveforms, or "raw signals," sampled at 10-60 kHz for 0.1 to 1 second,
resulting in several time series of different sizes (from 1,000 up to 30,000 samples).
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To reduce data volume and, most importantly, to extract the relevant information, raw signals
are processed by digital filtering, down-sampling, averaging, and finally, frequency analysis. De-
tails about this have already been documented in [7] and in [8-10]. The result of signal processing
is a set of features, where each feature is represented by a single floating-point scalar value. Typ-
ically, feature represents signal power at a particular frequency. In case of motor class 720 and
selected subtypes, the quality inspection algorithm operates with 80 features, originating from
sound, vibration, and electric signals. Based on the values of the observed features and their spec-
ified ranges, the inspected motors are categorized into three categories: GOOD, BAD and UNDE-
FINED. These categories are detailed in Table 1 and explained in [7]. Range of each feature (upper
and lower threshold) is usually determined by experts, who also select the subset of features most
relevant for the quality inspection.

Table 1 Diagnostic result generation [7]

Measurement status Features Diagnostic result
All features are within specified ranges GOOD
Completed - s
One or more features are outside specified range BAD

Not completed, due to:
e measurement faults
e sensor faults UNDEFINED
e motor manipulation and
transport faults etc.

Fig. 2 Modular EoL quality inspection system

Table 2 Key steps in the development of inspection system.

Step Description Executor
1. Selecting inspected Define inspection process, focusing on electrical, mechanical and Production engineers
parameters performance tests. and experts
2. Designing the Develop the workflow, including test sequences, manipulation Production engineers
inspection process procedures and database structure. and experts

3. Signal processing  Select and integrate appropriate sensors, capture real-time analog Production engineers
signals and convert them into digital data (details in [7-9] and [11]) and experts

4. Data processing Design algorithm to extract features from data to identify specific Production engineers
product characteristics. This process provides actual measurement  and experts
value (details in [7-9, 11]).

5. Classification task  Design algorithms to categorize inspected items into categories: Al, ML (presented in
GOOD, BAD, UNDEFINED. This step involves: [7D
1. Feature selection; identify relevant features for inspection.
2. Threshold adjustment and tuning; setting and fine-tuning
threshold values.

6. Classifier Adjust the inspection system to accommodate new product types or Al and ML (this study)
adaptation subtypes.
7. Data archive Design system to store results in the company database, monitor Production engineers
manufacturing processes and detect trends such as system wear, and experts

degradation or material changes.
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The development of an EoL quality inspection system is a complex, challenging, and time-con-
suming process. Building such a system requires experts with specialized knowledge, and as a re-
sult, the system heavily relys on human expertise. To minimize reliance on experts, the ML approach
was used to support automated feature selection and automated feature threshold adjustment [7].
The development process of the presented system follows the structured steps, outlined in Table 2.

3. Transfer learning for quality inspection

Transfer Learning (TL) is a ML technique where knowledge gained from training a model on
one task (the source domain) is applied to a different but related task (the target domain) [12]. In
this study, the idea of TL is to transfer knowledge from previously established quality inspection
algorithms of mass-produced motor subtype (the source domain) to the new preproduction mo-
tor subtype that only has limited training data (the target domain). This approach can achieve the
following goals:

e Develop areliable quality inspection algorithm using a reduced amount of training data,
e Reduce ramp-up time and expedite the development of the quality inspection process.

3.1 TL basics

TL is effectively utilized in a wide range of applications like computer vision, especially for image
classification tasks [13], natural language processing (e.g. BERT, GPT, and ELMo [14-16]), speech
recognition [17], medical imaging [18], time-series forecasting [19] and robotics [20].

TL is usually applied with artificial neural networks and deep learning [12, 21] and it is less
frequently used with ML classifiers such as Decision Trees and Ensembles (Random Forests, Bag-
ging and AdaBoost). However, several studies [22-25] demonstrate that TL can also be applied to
these classifiers in the following ways:

1. Instance transfer: In this approach, the suggested classifiers are trained on the source do-
main data and then applied to the target domain [24, 26]. The idea is that some data from
source domain (instances from mass-production) are reweighted (their impact on the new
model is reduced) and then directly reused for training new models with limited data (in-
stances from preproduction). The success of transfer learning increases with the similar-
ity between source and target domain. When instant transfer is performed, classifiers of
source domain and target domain do not necessarily share any similarities, but they share
some training data, as shown in Fig. 3, section a) in Target domain rectangle.

2. Feature transfer: This approach focuses on finding a list of relevant features of source do-
main and transferring them to the target domain [27, 28]. In the case of Decision Trees
and Ensemble classifiers, this can be implemented by analysing the feature importance in
the source domain. The assumption is that the feature importance in the target domain
will closely resemble that of the source domain. When feature transfer is performed, the
training data for classifiers of the source and target domain and the structure of classifiers
remain independent. However, both classifiers share the same features, although their
threshold values may differ (Fig. 3, section b in Target domain rectangle).

3. Parameter transfer: In this approach, the parameters of classifier are transferred from
source to target domain [29]. In this case, instead of training from scratch, the initial splits
and structures of source domain classifiers can be fine-tuned for purposes of target domain
classification. In models like Decision trees and Ensembles, parameters such as weights, fea-
ture thresholds, estimators, and leaf node prediction as well as hyperparameters like split-
ting criteria, maximal depth, number of estimators, can be transferred. Parameters are val-
ues, learned during ML processes, while hyperparameters are pre-set values that control
the structure and behaviour of the model [30]. When parameter transfer is performed, the
training data of source and target domain remain independent, but the structure of the clas-
sifier (or part of it) can be the same. Please see Fig. 3, section c) in Target domain rectangle.
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Fig. 3 Explained TL: a) Instance transfer, where source instances are added and mixed to target instances to ensure a
sufficient amount of data (light colors represents lower weight), b) feature transfer, where all features (upper case
letters) from source domain are transferred and used for target domain classification, however, they do not necessarily
be on the same place, indicating different classifier structure, c) parameter transfer, where parameters that define clas-
sifier structure are transferred to target domain classifier (orange arrows represent part of structure that is defined by
hyperparameters), one can notice that source and target structure of the decision tree are the same, but features at each
node can be different.

In our case of EoL Quality Inspection system, Decision Trees, Random Forests, and Bagging and
AdaBoost classifiers were applied to implement Feature transfer and Parameter transfer. For fea-
ture transfer, the most important features—determined through feature selection and feature im-
portance metrics—were identified in the source domain (mass-produced motor subtype A) and
transferred to the ML classifiers used in the target domain (preproduction subtypes B and C). For
parameter transfer, hyperparameters were transferred. Instance transfer was not employed in
this study due to several key limitations:

e The source and target domains are structurally similar, but not identical, which can lead to
distributional shifts in feature behaviour and fault manifestation. Direct reuse or re-
weighting of source-domain instances in the target domain may introduce label noise or
reduce classifier reliability.

e The dataset size imbalance is substantial. Subtype A includes 10,000 instances, whereas
subtypes B and C contain only 100 each. This would likely bias the classifier toward the
source domain, undermining generalization.

e The signal pre-processing already condenses raw sensor data into abstracted, denoised fea-
tures, reducing the marginal value of reusing raw instances.

e Due to communication infrastructure limitations in the production environment, large-
scale data manipulation is practically infeasible for the considered application.

While both feature and parameter transfer enhanced performance in this study, some trade-
offs exist. By focusing on the most informative features, feature transfer enabled the creation of
simplified, generalizable models, especially in cases where training data is limited. However, by
eliminating less important features carries the risk of overlooking subtle fault indicators. By
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reusing optimized hyperparameters, parameter transfer allows faster convergence. However, it
may be less robust to changes in feature importance or domain shifts. The combined use of both
methods helped mitigate these limitations and contributed to the development of reliable and ro-
bust classifiers for preproduction stage.

3.2 Chosen ML classifiers

To utilize TL, supervised ML classifiers were chosen due to the availability of labelled data. These
classifiers provide several benefits, such as statistical reliability, robustness, and a decreased re-
liance on expert knowledge (e.g., understanding the physical background of the system). However,
implementing supervised ML classifiers require a substantial amount of data from the production
process. These classifiers are well-suited for manufacturing lines engaged in mass production. In
this study, the following classifiers were used and compared:

e Decision Tree classifier (DT) involves recursive partitioning of the instance space into a tree
structure. The top nodes, or roots, have no incoming edges, whereas internal nodes, or test
nodes, divide the space based on attribute values. These internal nodes represent decision
points and at the bottom ones-leaves-indicate decision outcomes [31, 32].

e Random Forest classifier (RF) is one of the most powerful ensemble learning techniques,
combining several tree predictors. It belongs to a class of averaging methods where several
independent estimators are built and their predictions averaged [33, 34].

e Bagging (bootstrap aggregating) classifier (BG) is a basic method used in creating an ensem-
ble of classifiers. Similarly to averaging methods, bagging combines outputs of a number of
classifiers with random training sets; therefore, improving accuracy [34, 35].

e AdaBoost (adaptive boosting) classifier (AB) is a widely used ensemble classifier that com-
bines multiple weak classifiers to form a stronger classifier. It involves the repeated training
of weak classifiers such that each iteration focuses on the instances previously misclassified,
thereby improving model accuracy. In classification tasks, AdaBoost is quite effective at re-
ducing bias and variance [34, 36].

The optimal structure of classifiers was determined through hyperparameter tuning, while fea-
ture selection and feature importance analysis generated a ranked list of relevant features, or-
dered from the most to the least important for classification. The feature selection process had
already been discussed in [7] and is not the subject of this study.

Parameters are the internal variables that are automatically learned during the training process
and directly control the model’s predictions. Hyperparameters are the settings or configurations of
the model that are set before the training and determine the structure of the model. In this study,
hyperparameters are being tuned via hyperparameter optimizers to ensure the best classifier struc-
ture. Since SciKit learn python library was utilized, the following optimizers were available:

Grid Search Cross Validation (CV) [37],
Halving Grid Search CV [38],

Halving Random Search CV [39],
Parameter Grid [40],

Parameter Sampler [37],

Randomized Search CV [41].

In this work, hyperparameters were optimized using Halving Random Search CV method (with
10-fold Cross-Validation), which combines Halving Grid Search and Randomized Search. The pro-
cess begins with a random set of hyperparameter combinations, after which the algorithm identi-
fies the optimal combination. This method balances exploration and exploitation and is more ef-
ficient than traditional Grid Search [39].

Hyperparameters to be tuned for each classifier are listed in Table 3. Due to computational com-
plexity, only the most influential hyperparameters (according to [31-35], [30]) are being tuned.
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Table 3 List of transferable hyperparameters for each classifier.

DT RF BG AB

Criterion Bootstrap Base estimator Base estimator
Max depth Criterion Bootstrap Learning rate
Max features Max depth Max features N estimators
Min samples split Max features Max samples

Min samples leaf Min samples split N estimators

Splitter Min samples leaf

N estimators

Base estimator refers to the learning algorithm used to construct the ensemble in ensemble clas-
sifier such as Bagging and AdaBoost [36].

Bootstrap determines whether the entire dataset or a randomly sampled subset is used to build
each tree in a Random Forest [42].

Criterion defines the function that measures the quality of a split in decision trees, with GINI im-
purity being a common choice for classification tasks [31].

Learning rate adjusts the contribution of each base learner within the ensemble, influencing how
quickly the model adapts during training [43].

Max depth limits the maximum depth of the trees to prevent overfitting and complexity [31].

Max features sets the maximum number of features considered when splitting a node, when ex-
pressed as a float, it indicates a fraction of the total features [33].

Max samples specifies the fraction of samples drawn from the original dataset to train each base
estimator [42].

Min samples leaf defines the minimum number of samples required to be present in a leaf node [31].
Min samples split defines the minimum number of samples necessary to split an internal node [31].
N estimators present the number of base estimators in the ensemble [33].

Splitter specifies the strategy employed to split each node during tree construction [33].

3.3 TL data

For machine learning, measured data of motor subtypes A, B, and C and were available. As men-
tioned, subtype A was mass-produced, so larger dataset was available. Each dataset (A, B and C)
was divided into two parts: training data (75 % of all data) and testing data (25 % of all data).
Instances for training and testing were selected randomly. The same training and testing subsets
were used for all ML classifiers. A summary of the observed subtypes is provided in the Table 4.

In the table, 80 represents the number of features in the datasets, while 10,000 and 100 corre-
spond to the number of inspected motors and the sizes of the respective datasets. The number 1
in the output array indicates a single output variable, i.e., the diagnostic result (GOOD/BAD). Each
feature represents a pre-processed value, obtained from raw signals, measured by sensors during
EoL testing. Noise and faults present during the manufacturing process are accounted for during
signal processing, which includes filtering, down-sampling, normalization and feature extraction
procedures. As a result, the datasets reflect meaningful, denoised inputs suitable for robust ma-
chine learning classification.

Table 4 Available data of observed motor subtypes.

Subtype Input matrix Output array Production stage
A 80 x 10000 1 x10000 Mass production
B 80 x 100 1x100 Preproduction
C 80 x 100 1x100 Preproduction

3.4 TL implementation
Fig. 4 outlines the complete procedure, which unfolds as follows:

1. Data acquisition for mass-produced motor subtype. The feature set of mass-produced motor
subtype is obtained by data acquisition and signal processing, detailed in [7-9] and [11].

2. Training classifiers. The collected data of motor subtype A is used for training the classifiers.
During training, best hyperparameters are determined using Halving Random Search, as
explained in Subsection 3.2.
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Fig. 4 Flow chart of the procedure

3. Classifier evaluation. Trained classifiers are evaluated across three main criteria:

a) Confusion Matrix (CM) analysis addresses accuracy and performance [7].

b) Evaluation of the importance of particular features of input data [7, 44]. The knowledge
gained from this step is later utilized as feature transfer.

c) Extraction of hyperparameters and estimators, and evaluation for new classifiers of pre-
production subtypes. The knowledge obtained in this step is transferred through param-
eter transfer.

4. Data acquisition for preproduction motor subtypes. Like the procedure in step 1, the data of
preproduction motor subtypes are collected and features extracted.
5. Divergence into two training workflows. At this point, procedure splits into two ways:

a) With transfer learning. This procedure is executed in two steps:

. Inputsetreduction (feature transfer). The dataset from step 4 is reduced based on fea-
ture importance evaluation for each classifier from step 3. This reduced dataset is
then used in step 5a II. The size of new reduced input matrix for each classifier is
shown in Fig. 4, rectangle 5a .

II. Training with reduced dataset and transferred hyperparameters (parameter transfer).
The optimal hyperparameters and estimators from step 3 are transferred to the new
classifiers, which are then trained using reduced dataset from step 5a I. Each classifier
utilized its own reduced dataset and corresponding transferred hyperparameters and
estimators.

b) Without transfer learning. Input data from step 4 is directly used for training classifiers,
follows step 6. This involves creating classifiers without any transferred knowledge,
solely for comparison purposes. Training procedure follows the step 2.

6. Evaluation and comparison. This procedure split into two steps:

a) Classifier evaluation through CM. The performance (accuracy and miss-classification cost)
of classifiers from step 5a and 5b are evaluated

b) Classifier comparison. Classifiers from step 5a and 5b are evaluated and compared
through accuracy and mis-classification cost value.

Note: Steps 4 to 6 must be repeated twice (for motor subtypes B and C). Also, note that classifier
performance was evaluated using accuracy and cost value, where higher accuracy (closer to 1 is
better) and lower misclassification cost value (closer to 0 is better) indicate a better classifier [7].
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However, when dealing with imbalanced data, where typically only 3-10 % of motor instances
(depending on the motor subtype) represent BAD motors, accuracy can be misleading. A classifier
may achieve high accuracy simply by classifying all instances as GOOD. Therefore, CM and cost-
sensitive learning have been employed, and the performance of classifiers is heavily influenced by
the misclassification cost value [7].

4. Analysis of the results
4.1 Training the classifiers of mass-produced subtype (motor subtype A, source domain)

The classifier for the mass-produced motor subtype A was developed by steps 1-3 of Fig. 4. Its
performance was evaluated based on accuracy and cost value, as shown in Table 5, rows Accuracy
and Miss-classification cost value.

Next, the feature importance was assessed, and the insights were used to modify the input set
for a new set of features (Step 5a |, Fig. 4 ). The number of important features influences the com-
plexity of classifier. Classifier with fewer important features is simpler, but selecting too few fea-
tures could result in undetected faults. Conversely, a high number of important features can result
in an overly complex classifier. The number of important features transferred to the classifiers of
preproduced subtypes is listed in Table 5, row Number of important features.

In Table 5, rows Base estimator to Splitter shows the optimal hyperparameter values for each
trained classifier for motor subtype A. These values are the results of hyperparameter tuning pro-
cess since they have been adjusted automatically. These optimized settings were then transferred
to the classifiers for motor subtypes B and C (Step 5a I, Fig. 4).

Table 5 Specifications of classifiers for motor subtype A

DT RF BG AB
Accuracy 0.996 0.9956 0.9956 0.9932
Miss-classification cost value 91 92 101 152
Number of important features 10 20 60 17

Base estimator
Bootstrap False
Criterion Gini
Learning rate
Max depth

Max features
Max samples
Min samples leaf

Bagging AdaBoost
False

1

Min samples split 2 10
N estimators 200 200 50
Splitter Best

4.2 Training the classifiers of preproduced subtypes (B and C)

The classifiers of preproduced subtypes B and C were trained, evaluated, and compared according
to 3.4 (steps 4 to 6). The results of the comparison are presented in Table 6.

The data in Table 6 demonstrate that classifiers with transferred knowledge (column “With TL”)
consistently outperform those without transferred knowledge (column “Without TL”), achieving
higher accuracy (with three classifiers reaching 100 % accuracy) and significantly lower miss-clas-
sification cost. In contrast, classifiers without TL, due to high miss-classification cost are unsuitable
for industrial purposes. The beneficial impact of TL is particularly evident for subtype C, where the
DT improved accuracy from 76-96 % and miss-classification cost dropped from 15 to 1.

All evaluated classifiers with TL were found as effective and well-suited for industrial classifi-
cation tasks. Among them, the DT classifier with the lowest miss-classification cost, stands out as
the most appropriate. The BG and RF classifiers also prove as effective, offering slightly higher
accuracy but also higher miss-classification cost for subtype C. On the other hand, the AB classifier
with the highest miss-classification cost is somewhat less suitable. The performance of each indi-
vidual classifier for each motor subtype is presented as CM in Figs. 5-20.
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Table 6 Performance comparison of the classifiers for preproduction subtypes

Without TL With TL
Motor Classifier method

Subtype Accuracy Miss-classification cost Accuracy  Miss-classification cost

DT 0.92 2 0.96 1
B RF 0.92 2 1 0
BG 0.96 10 1 0
AB 0.96 10 1 0
DT 0.76 15 0.96 1
C RF 0.84 13 0.96 10
BG 0.8 50 0.96 10
AB 0.84 40 0.92 20
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5. Conclusion

In this study, Decision Tree, Random Forest, Bagging, and AdaBoost classifiers were used for EoL
quality inspection in the mass production of electric motors. The primary goal is to classify each
produced motor as Good or Bad based on acquired electric parameters, vibration and sound dur-
ing a short test run. The mentioned four classifiers were initially trained on a large dataset of
10,000 instances originating from the motor subtype, which is mass-produced. The knowledge
gained during training was then transferred to the new classifiers for the new preproduced motor
subtypes, where available training data were limited to only 100 instances per subtype.

The results clearly demonstrate the substantial advantages of employing TL in commissioning
automated EoL quality inspection systems for electric motors. By leveraging TL, reliable classifi-
ers for quality inspection systems were developed for new motor subtypes using significantly re-
duced datasets. This enables the establishment of quality inspection systems earlier in the pre-
production phase, prior to the accumulation of extensive data. As additional data for new motor
subtypes become available, the EoL inspection system can be continuously refined and improved.

In addition to improving model accuracy and enabling early deployment, the proposed ap-
proach has minimal impact on inference time and production latency. Classifiers operate on pre-
processed features extracted during existing signal processing routines, and the tree-based mod-
els used are computationally lightweight; therefore, classification can be performed within milli-
seconds. This ensures real-time or near-real-time decision-making without disrupting the pro-
duction flow.

This study focused on three structurally similar motor subtypes from the same production line.
However, the approach is expected to generalize well to other motor types produced within the
company. Most production lines at Domel share similar manufacturing processes, diagnostic pro-
cedures, and feature structures. Therefore, the TL framework presented here, holds the possibility
for broader applicability across different motor types and even other production lines, provided
appropriate pre-processing and feature selection are performed.

The TL-based classifiers are integrated into a larger diagnostic pipeline that includes safety
measures and fail-safes to reduce the risk of misclassifying critical detects. Generally, motors that
are marked as "UNDEFINED" or that are close to decision thresholds are marked for manual ex-
amination or further testing. Additionally, redundant sensing channels (such as vibration, sound
and electrical signals) are employed in the inspection process to improve the reliability of fault
detection. The impact of possible misclassifications is lessened by these built-in safeguards, espe-
cially in high-risk fault cases.

Overall, the findings confirm TL as a robust and efficient technique for improving classification
performance in industrial applications, particularly in situations involving imbalanced or limited
datasets.
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